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Abstract—Localization of wireless ad hoc and sensor networks doubts on the reliability of RSS measurements [6]. More work on
has gained much research attention for several years. This pape that problems includes RSS fingerprinting based approach [7] which
proposes a hybrid localization scheme which exploits Received requires an offline radio map that contains measured RSS patterns
Signal Strength (RSS)-based ranging and Self Organizing Maps from all visible anchors at certain locations. But a high number of
(SOM)-based range free localization methods to obtain the trade- anchor utilization and the need for fixed or preconfigured network
off between cost, power and location accuracy. Distance infor- environment are the downsides of this approach. Hybrid schemes
mation from RSS measurement has been utilized in the learning like RSS-DVHOP [8] and SRSSQ [9] were proposed to apply cost
steps of SOM-based localization algorithm to get more accurate effective RSS into the range free localization algorithms. However,
location estimates while reducing the number of learning steps. method proposed in RSS-DVHOP requires a relatively high density
Methods on RSS uncertainty reduction and obstacle filtering are of anchors in the network. SRSSQ uses indirect mapping of RSS
also incorporated in the proposed RSS-SOM scheme. Resultsinto different radio range levels to improve the location estimation
from extensive simulations prove that our proposed hybrid accuracy of the range free algorithms.
solution outperforms several existing localization algorithms in The aim of this paper is to provide a new hybrid localization
both isotropic and anisotropic network environments with lower scheme which gives higher localization accuracy while reducing cost,

anchor utilization. power and anchor utilization, and supporting dynamic node place-
Keywords-component; RSS; SOM; Localization; ments. As motivations to previous SOM-based works where only
connectivity information among neighboring nodes are applied, our

[. INTRODUCTION proposed scheme utilizes RSS-based distance information to estimate

Accurate and low-cost network localization is a critical requireelative location of nodes. Furthermore, it uses the information from
ment for the deployment of wireless ad hoc and sensor networkglti-hop anchors in calculating absolute location for nodes. To
in a wide variety of applications like disaster management arinooth out the RSS instability, a mean filter has been utilized in
environmental monitoring, health care, industrial process contrur solution. Impacts of obstacle and irregular network shape have
military battlefield awareness, security and surveillance. So far, thégo been considered in the proposed solution. Simulations on various
have been many node localization algorithms for wireless ad hoc atiwork topologies, node density, and anchor utilization have been
sensor networks. The current localization algorithms can be labek@iried out and the results show a high degree of accuracy compared
into two categories: range-free algorithms [1] and ranging algorithridth other existing works. The rest of the paper is organized as
[2] based on whether the range measurements are used or not. follows: section Il describes RSS-based ranging technique for the

Range-free schemes determine the node’s location by using célistance estimation. Proposed hybrid RSS-SOM scheme is presented
nectivity information, the number of hops between nodes and notfle section Il and section IV provides simulation evaluations and
distribution density, without any specific hardware support. Th&sults. Finally in section V, we summarize our results and discuss
main advantages of these approaches are lower cost and less pdagfuture works.
consumption since additional hardware resources are not required.

But such mechanisms typically need a large number of anchors Il. RSS-BASED DISTANCE ESTIMATION

with known location and specific node deployments. Our previo . :

works [3, 4] proposed SOM-based localization methods to solve these Radio Propagation Model

problems and showed better location accuracy. Radio propagation model used in our research is the log-normal

More precise location estimation can be achieved by rangis§adow model [10] which is a more general propagation model
approaches which are typically based on RSS, time-of-arrival (TO/uitable for both indoor and outdoor environments. This model
time-difference-of-arrival (TDOA), angle-of-arrival (AOA)pr their provides a number of parameters which can be configured according
combinations. These kinds of localization methods have higher acéa-different environments. The calculation formula is as follows:
racy, but the negative point is that each sensor node must be eduippe —
with additional hardware for ranging, thus consuming more power Pr = N(Pr,0ap) 1)
and additional cost.

Thanks to the advances in technologies that the RSS indic
(RSSI) has become a standard feature in most wireless devices
Combined with the facts that RSS based localization techniqut%s
require no additional hardware, and are unlikely to s,i(_:,nificantl%|
impact on low power consumption, sensor size and thus cost, the uS
of RSS as a distance estimation technique has led to a number of RSS- dij
based localization algorithms. However, researchers have exgresse Pr;; = Prey — 10”1'10910(670) + Xo 2

eiving node, and?2; is the variance of the shadowing. From (1)

following the derivation steps shown in [1H can be related
the distance between the two communicating node|j by the
Igwing expression:

EherePR is the signal strength of the received packet (RSS) at the
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whered;; is the distance between the two nodes,s the path-loss Figure 2: RSS variability over time.

exponent corresponding to the propagation channel, Jdndlenotes

a zero mean Gaussian random variable with standard deviation

caused by shadowing. The terf..; is the power measured at a o5
reference distancé, which is set to 1. Then, (2) becomes

-=-Without filter k
= Mean Filter K
- Feedback Filter S
-=-Actual

N
<

PR,;J = Prey — 10n3logiodi; + Xo- ©))

N
¢

From (3), the distance between a transmitter and a receiver can be

Distance (meters)

estimated fromPg,; as 10 .
Prej =P, +Xo il N
dij =107 o @
0 '.'o L I I I I I
B. Filtering RSS Values 2 Newen® T8

Estimating the distance from a single RSS measurement is erfgure 3: Distance estimates using RSS from different ilter
neous due to RSS variability. Various filters can be used to smooth
out the RSS variability and to remove fast fading term over a time

interval. Two common filters are simple averaging (mean) filter and Reglom__ 7777 O
feedback filter [12]. For the mean filter, in time instanhts 1 tok in O SO O
which we can assume that the distance and the environment between O O
the two communicating nodes do not change significantly, the mean i @ : O
filter simply calculates the average of RSS valuBg,() by =~ U MY O

_ 1 \\\_ O_:::;n/____—"’chinnz

PRij = E Z PRij (t) (5) O o O Neighboring neurons

t=1

Figure 4: Distributed SOM network.
The feedback filter uses only a small part of the most recent RSS 9

values for each calculation illustrated as follows:

Pr,; = aPr,, (t) + (1 — a)Pr,; (t — 1) (6) I1l. PROPOSEDHYBRID RSS-SOM LOCALIZATION
SCHEME
wherea > 0.75. Then the distance measurement in (4) tuns as Thjs section introduces our proposed hybrid RSS-SOM localiza-
follows: ) tion scheme which effectively exploits both RSS-based distance esti-
Pret~ PRy t%Xo mation and distributed SOM-based range free localization methods.
di; =10 1omi : ™) In our proposed scheme, the network itself becomes an SOM

network in which each neuron is a node in that network. The weight

To evaluate the performance of each filter, we have measured #ieeach neuron is associated with its initial estimated location. As
RSS of packets arriving at node 1 from node 2 which is deployed #astrated in Fig. 4, each node becomes the Best-Matching-Unit
illustrated in Fig. 1. As well, the distance between node 1 and oth@@MU or SOM-winner) at its local region MU, in Regioni,
nodes are calculated based on (7) using RSS output from mean fillA/U, in Region, and so on). Neighboring neurons BMU are
feedback filter and without using any filter. determined by the communication range. E®MU node updates

The RSS variability over a time period of 0 to 30 is illustrateanly the weights of its neighbors. As weBMU nodes also receive
in Fig. 2. According to the results, the mean filter shows the mospdates from other nodes when it becomes 1-hop neighbor of other
stable result compared with others. Results shown in Fig. 3 pres&WU nodes. As an example, locations of the nodes within radio range
comparison between the distance estimates based on different filtewhgB M U, are updated byBMU; and BM U, itself also receives
methods and the actual value between node 1 and other nodes. itpdate fromBMU, since it is the neighbor node aBMU, in
provable that the distance estimation using RSS output from meRagions. The nodes with known locations (anchors) do not update
filter approaches well to the actual values. According to the evidenc#ggir positions.
Pr,; resulted from the mean filter (5) will be used in the remaining There are two main stages in our proposed scheme, (a) initial-
steps of our proposed solution to estimate the distance. ization stage and (b) learning stage. Initial locations of the nodes
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X X for the lateration process (a minimum of 3 anchors are needed in 2D
A T AEETAN plane). Initial estimated locations of unknown nodes are obtained at
¢ the end of this step.
4 :Obstacle . [ B. Learning Stage ) . . . )
There are four main phases in each learning stage which will be
} repeated in a total of learning steps.
| il ' 1) Phase 1: In the first phase, the nodes exchange location
A O _______________________________ A information so that each node has location information about its one
3 © "o R hop neighbors with locations;; (j=1,2, ... N;) where N; is the

number of nodes within nodé&s communication range. The exchange
packet contains the current learning step number, nodelD and the
node’s estimated location. Upon receiving of the location exchange
packet, the nodes also measure the RSS values of the packets from
each neighbor and keep them for further ranging based estimation
in the network are calculated in the initialization stage. ObstacRfOCESS.

avoidance mechanism is incorporated in this stage. Updating locatior?) Phase 2: The second phase is the location update phase. Each
information takes place in the learning stage which is the core stagede with locationw; becomes the SOM winner for each region.

of the proposed scheme. Before going into detail of our scheme, Rased on classical SOM, it will update the weights of its neighboring
us formulate the mathematical notations used in this paper. A wireléies with the following formula,

ad hoc or sensor network is represented as an undirected connected

graph where the vertices are nodes’ locations and edges are the wij(m+ 1) = wi;(m) + A(m) (10)
connectivity information (direct connection between neighbor node
The network is formed byG anchor nodes with known locations
Ai(i=1,2, ... ,G) andN nodes with unknown locations; (i=1,2, ...
,N). The estimated locations of nodes are denoted;és1,2, ... N).

Figure 5: Topology with obstacles.

%/elherem is the current learning step\(m) is calculated using (11).
A(m) = a(m)(@i(m) — wij(m)) (11)

PRTR wherea(m) is the learning rate exponential decay function at iteration
A. Initialization Sage m as defined in (12).

For the initialization stage, we apply the method similar to DV-
HOP [13] to get the estimated locations. In the first step, each anchor a(m) = exp(fm + 1) (12)
nodei broadcasts a beacon to be flooded throughout the network T
containing the anphors’ Iocations W.ith a hop.-c.ount value initializeg dating by (10) means that the nodes will move towards the location
to one. Each receiving node maintains the minimum hop-count Val(l:fgtermined bys;. If distance information from nodeto  is available,
per anchor of all beacons it receives. Beacons with higher hoptcoH

. > h . ill be possible to draw nod¢ towards the location determined
values to a particular anchor are defined as stale information and VK| that distance information. Therefore, in our proposed scheme, we

be ignored. Then t.hose not stale beacon.s are ﬂO.OdEd outward W utilize the ranging technique described in section Il to get the
hop-count values incremented at every intermediate hop. Throu tance information. Using a total oh RSS samples from phase

this mechanism, all nodes in the network get the minimal hop-couil we first filter the RSS unreliability with the mean filter from (5)
to every anchor node.

. . wherek=m and then calculaté;; using (7). Now we calculate the
In the second step, each anchor estimates an average size for

. . . X rg(}%ing vectorV;; for all neighboring node§ (1,2, ... N;) that has
hop (hop distance) using the following equation, the direction towards the location df; away from node using (13).
Zj;ﬁi p‘l - )‘J‘

H==2z - 8 _diy — |0 =@l
S ® Vig = S @ - B) (13)
where h;; is the hop count between two anchargndj. In DV-  Then, the vectoi;; is used as a guidance to update the location of
HOP algorithm, unknown nodes have to use the hop distance valuggth neighbor node by changing (10) to (14).
nearby anchor to estimate distance to other anchor nodes. Then, later-
ation method is applied to estimate the location of the unknown node. @ij(m + 1) = @i (m) + (A(m)(1 — B)) — Vi; 8 (14)
However, these values are inaccurate with anisotropic networks where
there is an irregular network shape or obstacle inside the networkvétsere 5 is the learning bias parameter calculated using
illustrated in Fig. 5. According to the extensive simulations from [3],
the average hop distance value is approxima\%l&. Therefore, the 8= { 0 : m<m (15)

- 1

possible number of hops between the two anchaadj is % m=m
whereR is the radio range. However, as shown in Fig. 5, if there
an obstacle between anchamndj, the number of hopa;; becomes
larger, leading to inaccurate hop distance estimation in DV-HOP. é%
our work, each anchor node defines degm@g; ] which is calculated
using (9) to overcome this problem.

Rherer is the learning threshold.
This threshold determines the steps to apply the proposed modifi-
tion and the number of RSS samples. Before the current learning
stepm reaches the threshold, the topology is relatively converged
by (10), and RSS measurement process in phase 1 and RSS-based

V2(1Ai — M) /R distance estimation take place on each step. In the rest of the learning

Di; = . (9) steps, the proposed madification is applied dndfrom the learning
I stepm=rm will be utilized without any additional RSS measurement

Smaller value ofD;; means there may be anisotropic areas locatethd RSS-based distance estimation processes to reduce computational
between anchor andj. The nodes near anchowill utilize these costs since static network environment is considered which will not
degrees to decide which two additional anchors have to be utilizbd changed within the localization process.
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Table I: Simulation Parameters
~+DV-Hop =CSOM SOM  -<LS-SOM RSS-SOM

Parameter Value
Network area 10 x 10meter?
Radio range 2 meter

Learning thresholdr 10
Total learning step¥ 100

1.7

1.5

1.3

1.1

0.9

Mean error (meters)

3) Phase 3: After calculating the newly estimated locations for 0.7

all neighbors, nodé with locationw; broadcasts a packet containing 05
learning step numbem, nodelD and a list of updated locations for :
its neighbors. Upon receiving this packet, each neighbor extracts its 0.3

estimated location, as well, the node itself also receives the similar 003 004 005 006 007 008 009 01
updates from its neighbors. Then, the node with locatippnalculates Anchor to node ratio

its newly estimated location by averaging its current location and the

updates from its neighbors using (16) if it is not an anchor node. Figure 6: Performance by number of anchors.

N;

_ 1 _ _

©i = +1[( E 1Wji) + @] (16) ~DV-Hop =CSOM +SOM +LS-SOM ~+RSS-SOM
=

4) Phase 4: We utilize anchor information in this phase to adjust
nodes’ locations to approach to their absolute locations using (18).

Gv
. (N — @)
pi = a;W(@m (17)

il

Mean Error (meters)

Wi = Wi + @i (18)

-
W(x) = { 22
1 :

z <0)
<1 19)
) 5 10 15 20 25 30 35 40 45 50
sy Connectivity level
= el 1 (20)
h]rLR(l/\/i)
whereh; is the hop count from anchgtto nodei andG; is the total
number of anchors. All these phases are done in one learning step

and all the nodes repeat farlearning steps to get desired location L _—
accuracy. The weights obtained from the final learning step are e Localization Performance for Randomly Distributed Net-

>—\%2|/\

-1
0<
xr >

Figure 7: Performance by node density.

estimated locations of the nodes. works
At first, we conduct the experiments on a randomly distributed
IV. SIMULATION EVALUATIONS network with 100 nodes to evaluate the performance of our proposed

To evaluate the performance of proposed scheme, extensive sim@thod while varying connectivity level and number of anchors
lations have been carried out on different topologies, anchor utilizatilized. Here the connectivity level represents average number of
tion, node density and connectivity level. The following mean errareighbors per node. To ease the performance comparison, we call
value is used as a localization accuracy evaluation function. the previous works in [3] and [4] as SOM and LS-SOM respectively,

the method by G.Giorgetti et al. [14] as CSOM and our proposed
method as RSS-SOM. Mean errors of our proposed scheme for
(21) different number of anchors are compared with that of the SOMebase
localization approaches and the DV-HOP approach. As illustrated in
Fig. 6, RSS-SOM scheme shows the best result among other schemes
whereN is the total number of nodes with unknown locations. Aleven in the case of the minimum number of anchor utilization.
the simulations have been conducted in MATLAB simulation envi- Mean location errors of different schemes on various connectivity
ronment. The common parameters used in simulations are presemed|s are shown in Fig. 7. Results indicate that our proposed RSS-
in TABLE. I. SOM scheme achieves very good accuracy over the other schemes

For the ranging based distance estimation, RSS values are ¢am sparse to dense networks.
culated from each neighbor according to (2) whdpewas set to Topology generations for large scale networks are illustrated in
1, andn; to 2.5 and the shadow fadin&, is simulated as a Fig. 8 where 500 nodes are randomly distributed with 0.8 % anchor
Gaussian random variable with zero mean and standard deviatidiization. The blue circle and the red circle represent the actual
of 4, assuming propagation model for indoor environment with Ndocation and the estimated location respectively, and the connecting
Line of Sight connection. To apply our proposed scheme in real fieldsie between them shows the localization error. DV-HOP gets higher
values ofn; and standard deviation can be changed to charactereor due to the hop distance estimation error. Although LS-SOM
the propagation channel. We assume all the sensor nodes haveattygroach achieves better accuracy than DV-HOP, RSS-SOM gets the
same transmit power and radio range. best location accuracy among them.

err =
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(a) Actual Topology (N=500, R=2, Anchors=4)
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Figure 8: Topology regeneration for high node density.

Additionally, to make the comparison with hybrid schemes, RS! =CSOM =LS-SOM =SRSSQ =RSS-DVHOP =RSS-SOM
DVHOP and SRSSQ, which use both RSS ranging and range fi 9
localization, a random network environment of 200 nodes and 5
anchor utilization with the radio range of 15 has been construct
in an 100x100meter? area as in [9]. According to the results in
Fig. 9, our RSS-SOM scheme shows 68 % and 30 % performar
improvement over RSS-DVHOP and SRSSQ respectively.

B. Topology Generation for Anisotropic Networks

In this work, we also evaluate our proposed scheme on netwol
having irregular shapes or obstacles. Fig. 10 shows the localizat
performance for the network with 100 nodes and 4 anchors distribut
in a C-shape area. Here, the red dots represent the placemen
anchor nodes and the lines represent the connectivity among u.c
nodes. Mean errors for the network with 100 nodes and 4 anchors-; . ; ; ;
distributed in an area with three big obstacles inside the topology ar;FIgure 9: Performance comparison with hybrid schemes.
described in Fig. 11. Since LS-SOM scheme also includes solution for
obstacle impact, it showed preferable location accuracy than CSOM.

However, due to the better accuracy of ranging based approaghy proposed scheme reduces communication and computational
our proposed hybrid scheme still achieves around 20 % and 5004erheads.
improvement over the LS-SOM for each topology respectively.

Mean error through each SOM learning step of RSS-SOM scheme V. CONCLUSION
is presented in Fig. 12. The RSS-SOM scheme requires only 20 toln this work, we have proposed a new hybrid RSS-SOM lo-
30 learning steps to achieve stable result. Comparing to thousandbzation scheme which effectively exploits benefits of the RSS
of learning steps in classical SOM and 30 to 40 steps in LS-SOk§nging based approach and the distributed SOM-based localization

Mean error (meters)
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0.2

Mean Error (meters)

0.1

Figure 12: Average error per total learning steps of RSS-SOM

scheme.
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(a) Actual Topology (N=100, R=2, Anchors=4)

(c) LS-SOM (err=1.1)

(d) RSS-SOM (err=0.81)

Figure 10: Topology generation for the C-shape network.
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Total learning steps (T)

40 45
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filtering have also been considered in our proposed scheme. Accord-
ing to the results, our proposed hybrid scheme works well not only
on random networks but also on networks with irregular shapes. As
well, it depicts the highest localization accuracy among other schemes
even in the case of low anchor utilization and also for sparse to dense
node density. Likewise, the proposed hybrid RSS-SOM localization
scheme has reduced the computational and communication cost since
it needs only a few number of learning steps to get stable localization
accuracy. Achieving tradeoff between cost, power and accuracy is
the main benefit of our research. Limitation on this work is that it
works well only on the static network environment and mobility is
not considered. Future condiderations of current work are to censid

a more precise and effective RSS filtering method, to give location
accuracy on both static and mobile networks and to deploy it in real
systems.

REFERENCES

[1] T. He, C. Huang, B. M. Blum, J. A. Stankovic and T.
Abdelzaher,“Range-Free localization schemes for large scale sen-
sor networks,” inProceedings of the Ninth Annual International
Conference on Mobile Computing and Networking (MobiCom

approach. Location accuracy of SOM algorithm has been improved 2003), San Diego, Califor, September 2003, pp. 81-95.
by integrating a more precise distance estimation method based[2h S. Chaurasia, “Analysis of range-based localization schemes in
RSS measurements. Factors on RSS variance smoothing and obstaclavireless sensor networks: A statistical approach,13th Inter-



(3]

[4]

[5]
[6]

[7]

(8]

9]

2012 International Conference on Indoor Positioning arabém Navigation, 13-18 November 2012

WAL NP

VA

/

=

WSS

i
X
7 \

\ R

AA\\." A
)

AN
!@,,

7

NG
’V
=\

Y
3
7

i

<
N

o

T
A <12 i"% Z 44‘9’4‘\ 4

(a) Actual Topology (N=100, R=2, Anchors=4)

BeN
X
/3
Jlas
L

i NS
/»{4, / &'Am,{(
<zt 1 )
s
o AR

RS
IS
U0
474‘5‘\\,4

(c) LS-SOM (err=0.46) (d) RSS-SOM (err=0.24)
Figure 11: Topology regeneration for the network havingtaties.

national Conference on Advanced Communication Technology algorithm for sensor network localization,” itith International
(ICACT), Seoul, Korea, 2011, pp. 190-195. Conference on Paralléel and Distributed Systems, Fukuoka, Japan,
S. Asakura, D. Umehara and M. Kawai, “Distributed location es- July 2005, pp. 557-563.

timation method for mobile terminals based on SOM algorithm[10] T. S. RappaportWreless Communications. Principles and
IEICE Transactions on Communications, vol. J85-B, no. 7, pp. Practice, 2nd ed., Prentice Hall,2002.

1042-1050, 2002. [11] Y. Qi, “Wireless geolocation in a Non-Line-Of-Sight environ-
P. D. Tinh and M. Kawai, “Distributed range-free localization = ment,” Ph.D. dissertation, Princeton University, November 2003.
algorithm based on self-organizing map&§URASP Journal [12] K. Aamodt,“CC2431 Location Engine,” in Application Note

on Wireless Communications and Networking, vol. 2010, no. ANO042 (Rev. 1.0), SWRA095, Texas Instruments.

692513, pp. 315-324, 2010. [13] D. Nicolescu and B. Nath, “Ad-Hoc Positioning Systems
XBee, http://www.digi.com/products/wirel ess-wired-embedded- (APS),” in Proceedomg of IEEE Global Telecommunication
sol utiong/zighee-rf-modul es/ Conference (GLOBECOM), San Antonio, TX, November 2001,

Nguyen Kim Giang, T. Noguchi, M. Kawai, “Considerations on  pp. 2926 - 2931.
RSSI-based positioning in Zigbee sensor networksPrioceed- [14] G. Giorgetti, “Wireless localization using Self-Organizing

ings of the IEICE General Conference, Tokyo, Japan, 2011. Maps,” in 6th International Symposium on Information Process-
A. Arya, “Performance analysis of outdoor localization systems ing in Sensor Networks, Cambridge, MA, April 2007, pp. 293-
based on RSS fingerprinting,”, iBth International Symposium 302.

on Wireless Communication Systems, Tuscany, Italy, 2009, pp.

378-382.

S. Tian , X. Zhang, P. Liu, P. Sun and X. Wang, “A RSSI-Based
DV-Hop algorithm for wireless sensor networks,”linter national
Conference on Wireless Communications, Networking and Mo-

bile Computing, Shanghai, China, September 2007, pp. 2555-
2558.

X. Li, H. Shi and Y. Shang, “A sorted RSSI quantization based



